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Sensitivity of Microarray Oligonucleotide Probes: Variability and Effect of Base
Composition

Introduction

Microarray chip technology is revolutionizing biology by
empowering researchers in the collection of large-scale informa-
tion on gene expression. It is based on the sequence-specific
binding of RNA fragments to oligonucleotide probes that are
attached to the chip surface in a well-defined geometrical
arrangement and its measurement using fluorescence labels.
The integral fluorescence intensity of the probe arrays is related.
to the amount of bound fluorescently labeled RNA, which, in
turn, serves as a measure of the RNA concentration in the
sample solution and, thus, of the expression degree of a given
gene. Physicochemical factors are of central importance for the
understanding of microarray hybridization behavior.

The optimization of probe design and appropriate analysis
algorithms require an improved understanding of the hybridiza-
tion behavior of oligonucleotides. One key issue in microarray
technology is how to select oligonucleotide probes with high
sensitivity (signal intensity per RNA) and specificity (ratio of
specific to nonspecific hybridization). A second, closely related
key question addresses the analysis of microarray intensity data
in terms of reliable measures of the expression degree of the
genes of interest.
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The optimization of both probe design and analysis algorithms for microarray experiments requires improved
understanding and predictability of oligonucleotide hybridization behavior. Our physicochemical theory of
GeneChip probe sensitivities divides the probe intensity into an averaged intensity value which serves as a
relative measure of the RNA target concentration and the sensitivity of each probe. The sensitivity decomposes
into additive terms because of specific and nonspecific hybridization, saturation, the heterogeneous distribution
of labels, and intramolecular folding of target and probe. The observed heterogeneity of probe sensitivities is
mainly caused by variations of the probe affinity for target binding owing to sequence differences between
the probes. The sensitivity values are therefore analyzed in terms of simple molecular characteristics, which
consider the base composition and sequence of the probes. We found that the mean sensitivity, averaged over
all probes of a chip containing a certain number of bases of one type, strongly increases with an increasing
number of C nucleotides per oligomer, whereas A nucleotides show the opposite tendency. These trends are
asymmetrical with respect to the number of G and T nucleotides, which have a much weaker, and perhaps
a somewhat opposite, effect in probes of intermediate and high sensitivity. The middle base systematically
affects the relationship between the sensitivities of perfect match (PM) and mismatch (MM) probes. MM
probes are, on the average, more sensitive than the respective PM probes if the middle base is a purine in the
PM probe of the respective probe pair. For pyrimidines, this relationship reverses. Thisfpyimidine
asymmetry is partly related to the effect of labeling.

Deterministic models based on a molecular description of
hybridization show great potential in terms of usefulness for
the prediction of the probe sensitivities and, thus, for improve-
ments over existing expression measures based on statistical
Mmodels. However, only a few studies have addressed sequence-
specific effects on the measured intensities of microarray probes.
For instance, nonlinearities in the probe responses and sequence
effects in the behavior of mismatched probes were discussed
in refs 2-5. Matveeva et al. analyzed correlations between the
predicted energetics of probgarget duplexes and target self-
structures on one hand and microarray data on the other®hand.
Naef and Magnaséaand Mei et al. proposed models which
describe the affinity of a probe as the sum of position-dependent
base-specific contributions. Zhang et®applied a position-
dependent nearest-neighbor model for RNA/DNA duplexes
formed on microarrays. Free energies for RNA/DNA duplex
formation are explicitly considered in a recent model of
microarray hybridizatiod.Despite this recent progress, it seems
that the system producing the measured intensities is presently
too complex to be fully described with relatively simple physical
models. One idea to overcome the problem suggests a combina-
tion of deterministic and stochastic aspeféts.

The presented paper is aimed at establishing a physicochem-
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the fact that each GeneChip microarray provides hybridization for each chip.NgNA(gF’gT) is the amount of target RNA (in
data for about 250 000 oligomer sequences at once, which canmoles) which binds to the probe. The sequences of target and
be very useful for extracting sequence-related factors that PM probe&T and&PM, are complementary (i.e., their sequences
influence the hybridization efficiency. match via WatsorCrick (WC) base pairs). Consequently,
The paper is organized as follows: In the theoretical section, N2 ,(5PM£T) quantifies the amount of specific binding. For
we develop the concept of GeneChip probe sensitivities in terms pn probes, NENA(EMM‘ST) gives the amount of target RNA
of normalized intensities. In the second part, we analyzed which specifically binds to the respective mismatch probe. The
microarray intensity data taken from Affymetrix GenChips sym in eq 2 considers non specific hybridization events. It runs
within the light of the theoretical predictions. In the last part, gyer all RNA sequences different from the target that bind to
the sensitivity values are analyzed in terms of simple sequencethe probe. The fluorescence terfifg), defines the fluorescence
characteristics such as the base composition and the nucleotidegie|d of one mole of RNA of sequencg
in the middle of the oligomer sequence. The accompanying ~ Binding, Saturation, and Folding. The relationship between

paper addresses the issue of molecular interactions in terms ofree and bound RNA of sequendeis characterized by the
base pairing, nearest-neighbor stacking contributions, and thepinding constant

effect of labeling on duplex stabiliti*
KP(E"8) = crua(E"8) [cama (E) ™ EN ™ (3)

Normalized Intensities of Microarray Probes. The Gene- in accordance with the mass action law. The differenalues
Chip technology of Affymetrix uses short 25-mer oligomers of denote the respective concentrations in appropriate units. The
which the sequence refers to the consensus sequence of theuperscripts fand b discriminate between free and bound species
respective target genédBetween 11 and 20 different reporter  (€.9., free RNA in the sample solution and free probes on the
sequences for each gene form a so-called probe set. For eackhip). The second superscript “unfold” considers the fact that
target sequence, a pair of probes is present on the chip toonly unfolded probes and targets are able to hybridize. In other
quantify the extent of nonspecific binding. One type of probes, words, intramolecularly folded species must first unfold into
the so-called PM probes, perfectly matches the target sequenc@n extended conformation before duplex formation according
in terms of Watsonr Crick (WC) base pairs. The second type, to the scheme
the so-called mismatch (MM) probes, is created by replacing
the (13" middle base of the respective PM probe with the
respective complementary base.

The oligonucleotides are attached to the quartz surface of tq yojationship between the amount of folded and unfolded
the chip in spot-like probe locations where probes of different species is characterized by the equlibrium constaift =
1

sequences refer to different spots. The photolithographic “fee fold, freeunfold. p. : . .
technology of chip production presently allows one array to hold G fq ) with | = P,mtRNA.bMakTg usefOf th?foﬁjond"
about 16—10° different probe spots per square centimeter (i.e., t'?Dn‘f‘oldOf.mate“al balance;™ = Ny + N, andN; = N7 +
at an extremely high packing density). A typical Affymetrix N/ (i =P, RNA), the concentrations in the denominator of
GeneChip, such as the human genome chip, HG U133, contain€d 3 rewrite into
more than 22 000 probe sets with nearly 250 000 different ¢ unfold - b ,.p fold »ena—1
perfect match (PM) and mismatch (MM) probe sequences. RNA  C&na (8) B [Nrna(§) — Naya(§ 81 [1 + Krya()]
fragments with fluorescently labeled uracil (u*) and cytosine unfold ot P b o ol .
(c*) bases bind to the oligonucleotide probes during hybridiza- ¢ “(&") O [NS'(E") — ZNRNA@ E)][1 + Kg(EN)]
tion. The fluorescence intensity of the probe-bound RNA is : (4)
measured by means of an imaging system (scanner, detector,
and imaging software). The intensity of each array defines the where theNs are the moles of the respective species. The sum
respective probe intensity. in the second equation considers the fact that specific and

Let us define the sensitivity as the deviation of the intensity nonspecific binding compete for the oligomers of the probe.
for each probe from the mean over the probe set in a logarithmic et us discuss two limiting cases, namely (i) a large excess of
(log A = logio A) scale free RNA tranfcriptsxtl;lt,‘;NA < Ngya) and (i) a large excess

of probes FN < Np). Rearrangement of eq 3 after the
Y’ =log I” - og I"[J,, P=PM, MM @) insertion of ec?'leproviges for the special case i

Theory

folded probe= unfolded probe= duplex=
unfolded RNA transcript> folded RNA transcript

where [PM and IMM are the intensities of perfect match (PM) b Pey . b ePey

and mismatch (MM) reporter probes, respectively, which were Nana(E") & No(&)-Caya(£)- K™ (E78) [1 +

corrected for the optical background level. The broken brackets ZCRNA(E')'KbH(EPE')]_l

[1--[det denote arithmetic averaging over the respective probe

set. Consequently, the mean valuérbaveraged over the probe

set (and, of course, also over the entire chip) vanish [¥8de

= 0 and[YPlnip = 0). bt Pey _ poby P fold fold -1
The intensitF;/ of a probe depends on the amount of bound KTHEE) =KIAEEA + Kp (gp)][l * KrnalO)l} © (5)

RNA and on its fluorescence yield according to . - b f )
The effective binding constank;", considers duplex forma-

P—_pD . (NP Pl E(ET b Pgy. tion and the folding-unfolding equilibrium as well (see also
"= Denip'(Newals7s ) F(ED) + & Nena(&)'FE) (2) ref 13). It shows that the binding affinity of the RNA fragment
) for a given probe decreases if the RNA and/or the probe tend
Dchip denotes a proportionality factor depending on signal to fold intramolecularly. Limiting case ii gives rise to an
processing and sample preparation. It is assumed to be a constargquation analogous to eq 5 in whibla is however replaced by

with
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Crna and vice versa. In this case, one obtdﬂﬁﬁAD Crna (i€, SD[Kb*f(ngT).C%A] =

no saturation). Experiments in which microarray chips are _

treated with increasing amounts of RNA show, however, a {1+ KbH(EP‘ST)'Cglt\IA'[XS@T) + Ap(l)]} 1’

clearly saturation-like behavid*1*This result is incompatible o

with the limiting case ii but in agreement with i, which predicts the total RNA concentrationgy, = Z»&CRNA(?E)t t

that N2, asymptotically levels off toN2, — Np with the fraction of target RNAN(ET) = Crna(ET)/Crua o

increasing RNA concentrations @gna > 1K™ the fraction of mismatched RNANS(E)|z=" = Crra(&)/Crua
Fluorescence Labeling.The fluorescence intensity of an the relative contribution of nonspecific hybridizaticm= 1,r7)

RNA fragment is proportional to the number of labeled b NS b p.T

nucleotides per sequends,- and N (the indices c* and u* A(a) = ZX (&) (E&¢&)a

refer to the biotinylated bases cytosine and uracil), the fluores- =23

cence yield per labely, and the efficiency of labelingap, in

a first-order approximation and the ratios

rP(EEPET) = KPH(EPE)/KPH(EPET) and
PO O . o eheNF rF(EET) = NF(E)/NF(ET).
FE) % Prap [PrNeo() + PN (O] &~ Prayr¢N'(E) - (6) After the substitution of eq 8 into eq 1, one obtains the

Nucleotides can quench the emission of fluorescent probes withSensitivity of each probe

an efficiency depending on the base typand thus on the base T
to which a label is attached. The effect is, however, relatively YR Y5+ YE+ Vs = Yeu— Yiow ~ Yoo ©)
small, and moreover, for labeled bases, it also depends on their
neighbors. The approximation on the right-hand side of eq 6 35 &S
assumes, thereforee: ~ ¢y« (with N = Nex + Nys). P by sPeT . e

A more detailed view on the fluorescence intensity of target s — A 10g[KY(E°E)] (specific hybridization)
probe duplexes assumes a binominal probability distribution of
ne labels among a sequence wilf biotinylated and, thus, YE= A log[N"(EN)] (fluorescence)
potentially labeled bases

um of terms describing

N Yhs = Alog]x® + AF(rR)] (nonspecific hybridization)
BN Pa) = (n )mah] 1P "
" You= Alogf 1+ K (EET) -l D¢ + AT} ,
The presence of labels might affect the binding equilibrium (saturation)
(eq 3). The substitutiofr(§)-K**(EP,€) ~ ¢+ 3 [B(Nk,Nr,Prav)* _ fold .
ne-KPH (P £,ng)] considers this fact (see egs 5 and 6). The sum Yioi = A log[1 + K9] (folding of the probe)

runs over the number of labeled bases from= 0 to NF(§).

The modified binding constankP*f(EP.Eng) ~ KPH(EP &) Yiq = A log[1 + K& (folding of the target)
(Kp)"™, accounts for the alteration of the binding affinity between

the probe and the target by a constant fa&eper label. With and the definition

this approximation, eq 6 rewrites into A log[A] = log(A) — Tog(A) et
The sensitivity,Y?, provides a measure of the (logarithmic)
N intensity of a given probe compared to the mean intensity of
FE ~ ol Y BOEN P N K™ + payNe] (7) all probes of the respective probe set. It specifies its ability to
NF= detect a certain amount of RNA in the sample solution used

) ) . ) for hybridization. The sensitivity decomposes into additive terms
The second term in eq 7 in addition takes into account that the .5,,sed by different effects (see eq 9). The first term in eq 9,
length of the RNA fragment usuaﬂy excEeds t_he length of th_e Y'; describes the sensitivity due to specific hybridization at
target sequence. The Fnumber of u*and c* outside the respectivejjq,) conditions if the binding of the target RNA to the probe
25-mer is denoted bi,,. In the limiting case of a high affinity 5 not perturbed by nonspecific binding, intramolecular folding,

penalty per labelKr < 1, only targets with a single label, or o saturation effects. Note that it is independent of the RNA

even without a label in the target sequence, contribute to the concentrationc<,,, and of the chip-specific factoFenp, be-

1 ~ . . F = ~ . . F . .
bnghgnessF (6) ~ ¢*PrarrKr for N, = 0 andF(&) ~ ¢-pranNex cause the transformation according to eq 1 cancels out all factors
for N, > 0, respectively. Equation 6 refers to the limiting case that are common for the respective probe set and chip.
of a S”;a" affinity penalty,Ke ~ 1 (i.e., F(§) ~ ¢*par Mean Intensity and Transcript Concentration. Usually,
(N"+Ng)). _ . _ the target RNA concentration is a priori unknown. The set

The Sensitivity of Oligomer Probes.The probe intensity  average of the logarithmic intensity can be used as an intrinsic,
becomes, after insertion of eqs 5 and 6 into eq 2 approximative measure of the target RNA concentrat@p,

according to
IP ~ Fchip'NF(ST)'Kb+f(§P£T)'CgﬁlA'§[Kb+f(§P§T)'cglt\‘A .
P s PeT
DEEN + AP (8) [og I" e~ 109(Crua) + (5™ ) et T 109 Fepig
with the chip-specific constant with
— S S, Atot
Fenip = NP(EP).Dchip.plab.d)’ Crna = X *Crya

the saturation term and
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Z(EPST) = |og{ NF(ST)'Kb+f(§P§T)'SD[Kb+f(§P§T)'CRNAtOt]' 1.0+
[+ A} (20) o5
The chip specific constant, l0§cni, can be eliminated by ; TN
subtracting the chip averagé@{og(IP) et chip = 0g(IP) et — 2 o0 e
(bg(IP)dhip- The set-average of the probe-specific effects, §
[Z(EPET) ey gives rise to a set-specific variation of the intensity ® /
estimate[lbg 1P, around the logarithmic concentration value. 05 /7
Nonspecific Versus Specific Hybridization. Microarray
hybridization experiments intend to measure the expression -1.0
degree given as the concentration of the targg{,= 4 s 2 0
crna(ET). A suitable data analysis must, therefore, correct the log(x’)
total fluorescence intensity for the additive contribution due to Figure 1. The effect of saturation on the probe sensitivities as a
nonspecific hybridizatiom\” (see eq 8). function of the fraction of specific transcripts. Saturation progressively

decreases the apparent sensitivity values of the probes with an increasing

By nonspecific binding, we imply the lower-affinity mis- raction of specific transcripts. We defined a model set of five probes

matched duplexes involving sequences other than the intende hich are characterized by sensitivity valuds= —1.0, 0.5, 0.0
target. The smaller number;)f Vg? pairs gives rise to a weaker 1 5 and+1.0 ( = 1...5) referring to specific hybridization. Then,
blndlng affinity anq thus ta"(&5 § ) < 1 (see eq 8). Letus  the curves are calculated by meansyb= log I' — [bg | e with log
approximate the mismatch term in eq 8 by a simple product of |i = Y, — A log(1 + Asa), the set averagéog |e= (Ys)3i log I' (see

effective values according to also eq 9) and lod(sa) ~ Ys + log « + log(x® + (1 — x5)-r,) (see eq
8, log « = log[caya-KPH(EPET)] = 2; r, = 1079). The contribution of
Ap(r':) ~ Ap(l) 7 xNS-rP(gp) (11) fluorescence emissiofYg, is not considered.
wherexNS = (1 — x5) is the total fraction of mismatched RNA. Note that saturation causes a nonlinear relation between

The ratiorP(&P) = Kefi(EP)/KPH(EPET) characterizes the mean  d0bg(IP) et chip @and the relative transcript concentration
decrease of the binding affinity of the probe for mismatched log(c3,,) (see eq 10). Upon saturation of all probes of a set,
RNA compared with that for the target. The effective binding the concentration dependence cancels out, and eq 10 transforms
constant,Kef(&F), is mainly determined by the number of into a set-specific constant (i.€lpg(IP)der= (Zldet+ log(Fchip)
remaining WC pairs between the probe and the RNA fragments. = constant).

Furthermore, it seems safe to assume that the number of labeled Relation to Thermodynamics. The Gibbs free energies of
bases is, on the average, similar for matched and mismatchediuplex formation and folding are related to the respective

fragmentsyF(EET) ~ 1 (see eq 8). equilibrium constants by
In the limit of a high fraction of target RNAXE — 1) and/or
low affinity for mismatched RNAIP(€P) — 0), the termY5> G°(&PE) = — RTIN[K"(EPE)-W]
vanishes in eq 9. In the absence of target RNA, one obtains old fold
YNS(xS — 0) &~ A log(rP(€P)). The intermediate case (0 xS < G”%(&) = — RTIn[K®“(&)] (12)

1) providesYs(r,) ~ A log[1 — rerP(EP)] wherer, = (1 —
xS)/xS is a constant for each probe set. Note that the teth
vanishes independently of the fraction of target RNAM{EP)

~ constant. This assumption appears reliable in a first-order
approximation, because the mean binding affinity of probes
taken from a cocktail of RNA fragments with a broad distribu-
tion of base composition is directly related to its binding strength
in terms of WC pairs with the target, which is, in turn, related
to its affinity constantKP+(£PET).

The Effect of Saturation. Equation 9 predicts that all terms
contribl{[tintg to the prott)et ;ensit:vitytgre ipdigenggnt of tlhglRNA AG® = — (RTIn 10),YP ~ AGPS — [ AGfoId(éP) +
concentration, except the saturation ter igure 1 il-
lustrates the effect of saturation with increa;ting concentrations AGfOld(‘ET)] + AL+ AL - AL
of specific transcripts using a simple model calculation (see the
caption of Figure 1 for details). At small RNA target concentra-
tions, XS + ANS|-c9i s & [Cona T CONstant]< 1/KPH(EPET), AA=A— A, (13)
the probes are far from saturation, and one ¢&fs- 0. With
increasingcgNA, the probes progressively saturate with bound Here, AG? defines the difference between the apparent free
RNA fragments. At (;ENA + constant]a KP*(EPET), about energy of hybridization of the considered probe and the
one-half of the oligomers of the respective probe become respective set average,lke: The factor In 10= logel0~ 2.3
saturated, accompanied by a drop of the sensitivity to about considers the different bases of the logarithmic scale¥ fmd
50% of its initial value. At high specific RNA contenigy,] G (see egs 1 and 12). The first terms at the right-hand side of
> 1/KPH(EPET), all sensitivity terms vanish except the fluores- €4 13 provide the free-energy difference due to specific binding,
cence term (i.e.Y’ — Y9, meaning that the probe loses its AG>S = —(RT-In 10)Yg, and to folding of the probe and
sensitivity for RNA binding. The remaining variation of target. The last three terms consider the effects of nonspecific
fluorescence intensity is solely due to differences of the number hybridization, AZNS = —(RT-In 10)-Y{ (see eq 11), of label-
of labeled bases between the probes (which is not consideredng, AL = —(RT-In 10)-Yf, and of saturation Afsat =
in Figure 1). —(RT-In 10)}Y:,, The scaling factor between the sensitivity

sat

whereW is a factor in concentration units that accounts for the
change of ideal mixing entropy (the so-called cratic contribution
to the entropy; see ref 16, pp 283.and T denote the gas
constant and the absolute temperature, respectively. On the
other hand, the sensitivity of an oligonucleotide pro¥g,is

also related to the respective equilibrium constants of binding
and folding according to eq 8. It appears appropriate to scale
the sensitivity (see eqs 9 and 11) in energy units in analogy to
eq 12

with the definition
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PM and MM intensities are background-corrected using the
algorithm provided byMAS 5.0'2 We also analyzed the base
composition characteristics of two additional chip types corre-
sponding to the human genome, HG U95Av2, and the mouse
genome, MG U74Av2. The results agree with those obtained
from the HG U133 chips (data not shown). All chip analyses
are performed using the gene expression data warehouse
platform of 1ZBI (see http://www.izbi.de).

YPM-MM

YP

Data Analyses and Discussion

Sensitivities and Set-Averaged Mean Intensities of PM and
MM Probes. The lower panel of Figure 2 shows typical
baseline-corrected PM and MM signal intensities, 18} and
log IMM | taken from 9 subsequent probe sets of an HG U133

probe number (arbitrary) Affymetrix chip. Each of the chosen sets contains 11 probes.
Figure 2. Typical log 10 intensity values, lof], the respective sen- ~ The respective set averagékyg I™M[de; and Ibg IMM[ge; are
sitivities, Y? (P = PM, MM) and their differencey™ ~MM, of 99 perfect shown by horizontal lines. Note that the log 10 probe intensities
match (PM) and mismatch (MM) probes of an Affymetrix HG U133  scatter around the respective set average which, in turn,
O e opapa, ucluates round the chip averagég 1™/ and (9
averagedgover Féach p'robe dﬁbgpIPMI;Jet and (og IM%I [des are shown I.N'M@hip,.respe.ctively. _The probe sensitiyity provides the Ioga-
by horizontal lines together with the logarithmic intensities (part below). Tithmic intensity relative to the respective set average which
fluctuates around zero (see eq 1 and Figure 2, middle panel).
and free energy iRT-In 10~ 6 kd/mol for typical hybridization ~ Note the relatively high degree of correlation between the
temperatures (40C). sensitivities of PM and MM probes. The sensitivity difference

Chip Data and Processing.Intensity data of the human  Petween the PM and MM 'ntens'F'eg?M_MM = YPM = yuM,
chips are taken from the Affymetrix human genome HG U133 IS Shown in the upper panel of Figure 2.

Latin Square (HG U133-LS) data set available at http:/www.  For an overview of all of the intensity data of one chip, we
affymetrix.com/support/technical/sample_data/datasets. plot the logarithmic intensities of the PM and MM probes as a
affx (see also ref 14 for a description of the previous HG U95 function of the respective set averageg |P[det(See upper row
Latin Square experiment). The HG U133-LS experiment is a of panels in Figure 3). Each probe intensity decomposes into
calibration data set in which transcripts referring to 42 genes two contributions according to the sensitivity concept, the
(42 x 11 = 462 probes) are spiked onto 14 different arrays at respective set-averaged mean intensing I”MJe; and the probe

14 concentrations corresponding to all cyclic permutations of sensitivity,Y?. The second row of panels in Figure 3 shows the
the series (0, 0.125, 0.25, 0.5, 1, 2, 4, 8, 16, 32, 64, 128, 256,sensitivity values of the PM and MM probes of the chip as a
512) pM in a complex human background extracted from a function of the relative set averag&og |PMdet chip- The data
HeLa cell line not containing the spikes. Each condition was cloud shows a pear-like shape where the scatter width of the

log(I°)

realized in triplicate. sensitivity data narrows with increasidglog |PMdet chip- The
] ° PM-MM
PM MM _ |,
4 o o4
A
n'—
T 3 3 11
o
n'—
g 14 14
<log(™)>,,, 11
o NG . - . . . _
1 2 . 3 1 2 3 4 1 2 3 4
<log(I™)>_, <log(I™)>., 0.5(<log(I™)>, +<log(™")>,)
2 2. 2
o sSD(Y")
- 19 14 1
2
'é 0 0 04
I
G
b -1 =14 -1
2 -2 -2
-1 0 1 2 -1 0 1 2 -1 [1] 1 2
8<|°9(IF)’M¢W

Figure 3. Scatter plot of PM, MM, and PM- MM log-intensity values of all probes of an Affymetrix HG U133 chip as a function of the set
average of the respective intensifipg IPLe: (P = PM, MM, PM + MM), (panel above) and the respective sensitivities as a function of set average
of the intensity relative to the chip averag@élog I”detchip (Panel below). The vertical lines refer to the chip averages of the respective PM and MM
intensities,og "My, = 1.97 andlog IMMg,, = 1.75, respectively. The standard deviations of the sensitivities, SDs, are separately calculated for
YP > 0 andY® < 0 as running averages over the subsequent 200 probes along the abscissa (see scatter curves in the part below).
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<loglm>s a fraction of specific hybridisation, x°
1E-4 1E-3 0.01 0.1 1
4. lines: theory (Eq. 14) 4
symbols: experiment N
- PM
3 6 43
; v
E>_ R
- L MM
_%" § 24483 2
> =
: D
e Saturatio,
[}] 20 peﬁ H ot - )|
HI. s
7] 1 ° i “‘W e 1

H o
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hybridisation,, a .

PM-MM n

04 1 10 100 1000

target concentration, ¢® / pM

Figure 5. Set-averaged mean intensity of PM and MM probes of three
I pM spiked-in transcripts (large symbols: 203508_at, 204513 _s, 204563_at)
. o ) . . as a function of transcript concentration. The thick lines are calculated
Figure 4. PM sensitivities of three spiked-in transcripts (203508_at, using eq 14 with loge/rP = 0.0/0.004 (P= PM) and—0.8/0.018 (P
204513_s, 204563 _at) of the HG U133-LS experiment as a function — \j\my and log Fenp = 4.15. The abscissa above is the respective
.Of the_ target concentration (panel be'OV.V) and_ of th_e set-averaged fraction of specific RNA transcripts® = cgNA/c};’,t\,A where the total
intensity (panel above). Each concentration splits up into a range of RNA concentration was set arbitraril txg” — 1000 bM. The part
lIog 1"l values as indicated for selected concentrations by the arrows below shows the log-intensi differenge bggNeen the SM.and reps ective
between the two panels. Each symbol type refers to one spiked-in MM d Th ?I b tly h d ; p d
concentration. The sensitivities of selected probes are connected by ata. The small symbols are the set-averaged mean intensity data
lines. The standard error of the data, SESDA/2 < 0.03, was of the remaining 39 spiked-in transcripts of the HG U133-LS experiment

. . . e (PM and PM— MM, MM data are omitted for clarity). The thin lines
fﬁ;'??gig%?&gree replicates (see Appendix). Error limits are smaller forming the envelope of these data are calculated withcfdg+ 0.4/

log k"™ — 0.4 = +0.4/~0.4 and unchanged remaining parameters.

abscissa provides a measure of the apparent expression degree, . o .
of the genes considered by the respective probe sets. with each other. To obtain more quantitative information, we

The Effect of Transcript Concentration. The HG directly correlate the transcript concentration with the respective
U133-LS experiment enables us to estimate the relationship S€t-@veraged intensity (see Figure 5). Making use of egs 8 and
between the probe sensitivity and the RNA concentration of 11, One obtains an equation, which correlates both values

the spiked-in genes, on one hand, and the respective set-averaged ps s
probe intensity on the other hand. In particular, we make use 109 I' [t~ 109(F¢pyp) 4 log 7+ log[x” + (1 — x%)rf] —

0.1 1 10 100

5
RNA

target concentration, ¢

of these data to analy;e the effect of nonspecific hybridi;ation log{1+ «">[x°+ (1 — x)r7}
and of saturation, which both depend on the concentration of
specific transcripts. with
Figure 4 shows the sensitivities of the probes of three selected
probe sets as a function of,,, the concentration of specific log k7S = [Ibg[Kb(EPET)-CRNAtOt] (et (14)

spiked-in RNA (part below). The traces of selected individual

probes (see lines in Figure 4) show similar courses to the modelThe fit to selected experimental set averages of PM and MM
curves shown in Figure 1. This qualitative agreement suggestsprobe intensities shows that eq 14 describes the effects of
that saturation significantly affects the probe sensitivities with saturation and nonspecific hybridization well (compare lines and

increasing transcript concentration. symbols in Figure 5). Estimates of the parameterscfog) Fenip,
The translation of the abscissa units from concentration into andr” are given in the caption of Figure 5.
set-averaged intensitiedog IPlde; gives rise to a range dlog The concentration range can be roughly divided into three

IPet values for eacrcgNA owing to the variation of the set-  regions according to the course of the curves. In the limit of
specific constantZlde: (see arrows in Figure 4 and eq 10). The low concentration of specific transcriptq'igJA —0orxS< (1

uncertainty ofllbg IP[grelative to the logarithmic concentration — x5 see eq 14), the probe intensity is dominated by
scale is roughlyd|0og 1PEefc=constant™ 0[Z0set &~ 0.3 for the nonspecific hybridization. It levels off to a constant valisy
three considered probe sets. IPOO Oog (xP-SrP) 0= bg (kPN log Kef(EP) with decreasing

Moreover, an inspection of both panels of Figure 4 reveals concentration (see eq 14). The difference of the PM and MM
that the concentration and intensity scales are related nonlinearlylogarithmic intensities{log |PM ~MM[J= |og(xPMN/MM.NS) ~
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rately calculated SDfF) for positive and negative sensitivity
values.

Let us divide the observed variability into two contributions
from stochastic errors and systematic, probe-specific effects,
SD(Y?)2 = SDeno(YF)? + SDsy{YP)2. The stochastic term is
described well by an error model which was recently proposed
for chip intensity dat&'® (see Appendix). The estimated
stochastic error is relatively small in the asymptotic limit of
large abscissa values, but it considerably increases with decreas-
ing bg IPM{e (see Figure 3 and also Figure 13 in the
Appendix). This trend partially explains the increased variability
of the sensitivity at small abscissa values. Comparison of
SD(YP) and SRuo(Y) leads, however, to the conclusion that
the total variability of the sensitivity cannot be explained by
stochastic factors, because SB)(> SDero(Y).
set-chip The remaining variability of the sensitivity obviously reflects
Figure 6. Enlarged view of the standard deviations shown in Figure systematic effects which are related to the binding affinity of

3 for the PM, MM, and PM- MM sensitivities. The SBr curves are the probes and to fluorescence emission. The latter contribution
taken from the error analysis described in the Appendixffer +£0.25 can be estimated by means of

(see Figure 13). SDF) is the expected standard deviation of the
sensitivity due to fluctuations of the fluorescence intensity, which are
caused by the heterogeneous distribution of labeled nucleotides in a Ny

25-meric target fragment. The SRf) curves show the effect of SD(Y,) ~ hz B(NF,Nb,p)(|Og NF — log NFQEDZ ~
=1

ik ”*,I."']l.; |

-
f"l‘_ﬁ‘-r

SD(Y")

s<log(l’)>

saturation on the distribution width of the sensitivity values. They are

calculated by means of SB{) with Year ~ (Y — log(1l + 10v*+dy

(see also Theory section). SD(NF) 1 (p—1)
= ~ (In 10-/N,)

0.1, provides a measure of the logarithmic ratio of the effective In 10O N 10V prN,

binding constants for nonspecific hybridization of the PM and

MM probes. The relatively small value shows that nonspecific whereB(NF,Np,p) is the binominal distribution diF potentially

RNA fragments, on the average, possess similar affinities for labeled nucleotides with a probability of occurremce 0.5 in

PM and MM probes. This result confirms the initial intention a sequence of lengtiN,. This simple approach provides

to use MM probes to correct the PM intensities for contribu- SD(Yg) & 0.092 forN, = 25 and SD¥F) ~ 0.055 forN, = 65.

tions due to nonspecific hybridization. Note that the total chip The latter estimation assumes that labeled nucleotides outside

average of the logarithmic intensity difference over all probe of the target region of the RNA fragments also contribute to

pairs, [Ibg IPM~MM[gy;, ~ 0.2, is close to the low-concentration  the fluorescence intensity (vide supra). The former value giving

limit of the mean over the spiked-in probes. We conclude that the standard deviation of the 25-mer might be viewed as the

most of the probes of the considered chips are nonspecifically upper limit of the inherent scattering width because of the

hybridized. heterogeneous distribution of labeled nucleotides. It is clearly

Specific hybridization progressively dominates the observed smaller than the observed variability, which is obviously

intensity in the intermediate concentration range of spiked-in dominated by variations of the binding affinity due to sequence

transcripts. Withx® > (1 — x5)-rP and (”5x5 <« 1, eq 14 specific effects.

transforms into a linear relationship between the probe intensity  The decreasing scatter width with increasing mean intensity

and the specific transcript concentratialing P00 Iog(cgNA) can be partly explained by saturation using the simple model
O log(xS). The vertical shift between the PM and MM curves described already (see SRf) in Figure 6). Note that the
increases with increasing and levels off to log("™¥log «MM-S) standard deviation of the PM sensitivities, SPY), decreases

~ 0.85, which provides a measure of the logarithmic ratio of from values of approximately 0.6 to 0.2 over the considered
the effective binding constants for specific hybridization of the range ofdlbg IPMder chip. The width of scattering and, con-
PM and MM probes (see also the PNWIM panel in Figure 5). sequently, the respective standard deviation of the MM sensi-
It clearly indicates that the PM probes, on the average, possessivities is slightly larger [SDYMM) = 0.75-0.2], whereas that
a stronger affinity compared with those of the respective MMs. of the difference sensitivity,YPM~MM is clearly smaller

At higher specific transcript concentration, the experimental [SD(YPM~MM) = (0.5-0.2]. The latter result reflects a high
PM intensity data systematically deviate in the negative direction degree of correlation between the PM and MM sensitivities. In
from linearity, indicating the onset of saturation which is addition, nonspecific hybridization also seems to increase the
characterized by the conditior”Sx5) ~ 1. On the average, scatter width of the sensitivity data in the range of low mean
the MM intensities are considerably less affected by saturation intensity values. This trend can be attributed to the relatively
because of their smaller binding affinity}™S < ,PMS, low affinity of the chemical background (see text to follow).

The Variability of Sensitivity Data: Stochastic and Sys- Chip Averaged Mean Sensitivity as a Function of the Base
tematic Effects.The sensitivity data scatter around the abscissa Composition of the ProbesThe variability of the binding affin-
forming a pear-like data cloud (see Figure 3). The total scatter ity between the probes and related saturation effects depend on
width was estimated as a function éflog 1PMet chip by the molecular interactions between probe and target, and thus, they
squared running mean of 200 subsequent sensitivity valuesare functions of the base composition of the oligonucleotides.
along the abscissa (see the scatter curves in Figures 3 and 6)in a next step, we therefore analyzed the sensitivities of PM
This analysis provides a measure of the variability of and MM probes as functions of simple sequence characteristics
probes on each chip in terms of the standard deviatio’y®D(  such as the number of each base A, T, G, or C per probe (see
= £(<(£YP)%>)°5 To account for asymmetry effects, we sepa- Figure 7). The mean sensitivity, averaged over all probes con-
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A & This effect also becomes evident if one plots the mean
BN

sensitivity as a function of the A/G content (i.e., of the number
M of potentially labeled base pairs—-&* and A—u* per probe
F'\L‘:‘ocﬂk

0.5 0.5

sequence NF = Ng+a = Ng + Na) (see Figure 7)). The
sensitivity slightly increases up tblgra =~ 8, presumably
because the number of potentially emitting nucleotides increases
with Ng+a. The mean sensitivity, however, starts to decrease
with further increasing the argumentidg., > 9. The potential
increase of intensity is overcompensated by a weakening of the
binding affinity, presumably because of labelir¢-(< 1; see

eq 7).

The behavior of the mean intensity as a function of the
number of G and C residued¢.c = Ng + N¢) per probe
sequence gives further evidence of the asymmetry-e€Gand
C—g pairs. As expected, the mean sensitivity increases up to
Ne+c ~ 11, owing to the increasing amount of C. The mean
sensitivity remains, however, nearly constant with further
increasing G/C content. Note that the number of adjacent G
and C residues also increases with increasing G/C content of
the probe. Hence, GC and CG nearest neighbors along the probe
sequence obviously diminish the sensitivity. Interestingly, the
mean fraction of GC couples per position present in all probes
of Affymetrx chips is considerably smaller, by a factor of 4,
than its expected value in the case of randomly distributed letters
(~250 000/16~ 16 000). The manufacturer is obviously aware
of the discussed effect.

The Correlation Between the Composition and Sen-
sitivity. To get further insights into the effect of base composi-
tion on the sensitivity of the probes, we calculated the mean
number of each base letter per probe divided by the mean
number of base X per chifiNxHood Mxhip (X = A, T, G,
number of bases per probe, Nx C), and correlated these values with the respective sensitivities

. N (Figure 8). The angular bracket§}:-[ogs denote running
Figure 7. Mean sensitivities of PM@) and MM (@) probes as a :
function of the number of one (¢ A, T, G, or C, see figure) or two averages_ over _1000 subsequent probes along the abSCISsa'
(X =G+ C or A+ G) nucleotide bases per probe sequehte(see Systematic deviations of the ratidx[Jood MxLenip from unity
figure). The averages were taken over all PM and MM probes of a HG indicate a nonrandom base composition of the respective probes.
U133 chip. The error bars indicate the respective variability in terms The results clearly show that PM and MM probes of weak

of the standard deviation. The bell-shaped curves are the numbersensitivity contain a relatively high fraction of A and T, whereas

distributions of probes containindx bases of letter X. Their maximum  the fraction of G and C is depleted. Note that C gives rise to a
value is given within the figure. Note that the area under the distribution similar effect as G at® < 0. Also. A and T behave in a

is the total number of probes per chipZ48 000). The horizontal line . .
at YP = 0 provides the mean sensitivity of each probe set. symr_netrlcal fashion. In Contra,s_t’_?ﬁ) > 0, all letters asym-
metrically affect the probe sensitivities. For example, the probes

taining a certain number of bases of one type, strongly increase<S"fich with C with increasing sensitivity over the whot€
with an increasing number of C nucleotides per 25-mer by more "219€; whereas the content of G depletes at higher sensitivity

than one order of magnitude, whereas A residues give rise toVa/ues, presumably because the number of unfavorable GC
the opposite tendency. On the other hand, the probe sensitivityCOUPI€S increases (see also ref 11).
is nearly independent of the number of G and T except a slight  Interestingly, the mean number of T residues changes in a
decrease at higher numbers of G/T. This tendency can bemore complicated fashion neaf ~ 0. The increase of the
attributed to the depletion of C with an increasing number of sensitivity in the intermediat&® range is accompanied by a
nucleotides other than C. Interestingly, there are only tiny marked accumulation of T, whereas at higher and loer
differences between the behavior of the mean PM and MM Vvalues, the T content shows the opposite tendency (i.e., it
sensitivities (compare solid and open circles in Figure 7). decreases with increasing sensitivity). These trends indicate
In a first-order approximation, one expects similar Changes that base-specific effects are related to more detailed se-
with the number of letters for complementary bases, becauseduence characteristics such as nearest-neighbor or triple in-
the binding strengths of unlabeled-A and T-a (and of C-g teractions, which are analyzed in detail in the accompanying
and G-c) pairs differ only slightly® (see also the accompanying ~Paper!
papetd). In contrast, the chip data shown in Figure 7 reveal a  The composition dependence of PM and MM probe sensitivi-
strong asymmetry between the behavior efuk and T—a pairs, ties is very similar (Figure 8). The respective plotk [ood
as well as of G-¢c* and G-g pairs (the asterisk indicates the  MNx[dnp versusy®?™ —MM roughly looks like the mirror image of
label). These differences can be partly attributed to biotinylation the respective plot of the base composition as a functiofY'tjt
and fluorescence labeling of the u* and c* of the RNA This effect can be trivially explained by the wider scattering
fragments® Obviously, labeling of the target, on the average, width of the MM sensitivity values about the origin. As a result,
reduces the affinity of the respective base pairs and, conse-the A/T and G/C content increases/decreases with the increasing
quently, also the sensitivity of the probe. sensitivity difference of the probe pairs.

0.0 .01

(P PM MM
mean sensitivity, <Y > <Y > X

"8 12 16 20
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Figure 8. Normalized mean number of bases>A, T, G, C (see figure) per sequendg = (INx[dooo, as a function of the sensitivity of the probes

Y for PM (left panel) MM (middle) and the difference PM MM (right panel).Nx was calculated as a running average over 1000 probes (see text)
and normalized with respect to the mean number of the respective letter peifigtiga,. The horizontal line alNx/INx[dip = 1 refers to the chip
average of the respective base. The probes on the HG 133 chip contain, on the aiéx&ge= 5.9 = 1.9 adenines[IN:ld, = 6.8 = 2.0
thymines,Mcldhp, = 6.2+ 1.8 cytosines, aniNgldhi, = 6.1+ 2.5 guanines. The bell-shaped curve in the part above shows the respective probability

distribution of the probes.
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Figure 9. Normalized mean number of bases=XA, T, G, C (see figure) at positions= 1-3 (left panel), 1214 (middle panel), and 2325
(right panel) of the PM probe sequence. Position 1 refers to the 3end, which is attached to the chip, wheréas 25 is the free 5end of the
probe. See legend of Figure 8 and text for details.

Position-Dependent Effect of Base CompositionMicro- Hence, the specific effect of adenines, namely the correlation
array oligomer probes are fixed at the quartz surface with the between weak sensitivity values and a high local concentration
3 end (base positiok = 1), whereas the free Bnd k = 25) of A, is obviously maximum in the middle of the sequence.
faces away from the chip. This asymmetry also implies a Interestingly, near the free endlat= 23—25, the nucleotide C
sensitivity profile along the sequence, because entropic factorsdepletes in the range of high sensitivities, whereas A consider-
are expected to locally modulate the binding affinity between ably accumulates af” > 0. These trends are in contrast to the
the probe and the target. Figure 9 shows the normalized basemonotonic alterations of the composition of these bases observed
composition,MNx Hood Mx Ldnip, fOr three sequence ranges of the for positionsk = 1-3 and 12-14 throughout the whol&®
oligomers referring to the fixed endt & 1—3), to the middle range. At the free end, this relationship reverses. Here, the C
(k = 12—14), and to the free endk & 23—25) of the probes. nucleotides, on the average, even seem to destabilize the

For the position in the middle of the sequence, one observesduplexes on a relative scale, whereas the enrichment of A
a considerably wider gap between the local concentrations of correlates with higher sensitivities.

A and G residues in the range of small sensitivities compared These results show that the composition dependence on the
with that for positions near the' &nd 3 ends of the 25-mer.  sensitivity changes along the sequence. The puzzling relationship
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PM s MM of both the respective probe sets and the individual probes shows
14, 25% — 14 a similar trend. There is, however, no rationale for assuming a
correlation between the transcript concentration and the base
T 2T composition of the respective probe set. The accumulation of
10l o probe sets which contain probes with an extraordinarily high A
C and/or low C content presumably reflects a sort of chemical
08 95% 0.8 background due to the relatively low affinity of the probes of
- . the respective probe sets.
14 14 The G/C content was recently used as a measure of the level
12 A 2. A of nonspecific hybridization to correct raw intensity valdés.

If one defines the background level via a threshold value in the

10/ 1.0 - range of low intensity, then this threshold intensity correlates
G G with the G/C content according to our results. At higher probe
08 08 intensities, the C and/or A content of a probe seems, however,

3 a 7 to provide more suitable measures for estimating their affinity
setohip 8<109I”>mmp for, for example, nonspecific binding, because G and/or T shows
Figure 10. Normalized mean number of bases=XA, T, G, C (see a more puzzllng.behaVIor. .
figure) per sequencé¥x = MNxGooo as a function of the normalized The Systematic Bias Between PM and MM Probe Sensi-
set-averaged intensitylbg | "l chip for PM (left panel) and MM probes  tivities is Related to the Middle Base.Figure 11 correlates
(right panel). See also legend of Figure 8 for further details. The bell- MM with PM sensitivities for PM probes with a common middle
shaped'curve in the part above shows the respective probability hgse at positiork = 13 of the sequence. There is a clear
distributions of the probes. The percent values refer to the number of preference of PM with the middle bases G and A to be paired
probes with abscissa values smaller than the indicated point (see arrow). . . .. M My .

with relatively sensitive MM Y’; < YF“)" ), in agreement with

between the mean probability of the appearance of the nucle-previous result3.The relationship reverses for middle bases C
otides and the sensitivity suggests a more detailed descriptionand T (5" > Y¥™). Figure 11 further indicates a strong
in terms of base- and position-dependent models. A few first correlation between MM and PM sensitivities. Linear regressions
approaches using position-dependent single®am®d nearest-  of YMM ~x (s:YPM + §) to the data shown in Figure 11 provides
neighbo?2° models were recently published. slopes of 0.97> s > 0.80 and vertical shifts in the upward

Correlations Between the Base Composition and the Set-  direction of6 = +0.16+ 0.03 for middle bases G and A, and
Averaged Intensity. Figure 10 shows the relative base com- a similar downward shift for C and T.
position as a function of the normalized set average of the The preference of PM probe sequences with middle bases G
intensity d0bg IPMlder chip: Which was introduced as a relative and A for relatively sensitive MM and vice versa for middle C
measure of the target concentration (see eq 10). Note that theand T for less sensitive MM becomes evident in the plots of
running average ofiNx [dogo Over 1000 probes refers to 490 the sensitivity differenceyP™ ~MM as a function of the relative
probe sets. At small abscissa valugog 1Pt chip < —0.25, mean intensity per sef§log 1”det chip- Figure 12 shows the
we observe a similar composition dependence as in Figure 8.respective scatter plots separately for each middle base. All data
Namely, probe sets with high A/T and low G/C contents clouds referring to a certain middle nucleotide show the typical
accumulate at the low-intensity and -sensitivity end of the pear-like shape. The respective probability density distributions
respectivey-axis. This result shows that the base composition given in the part above reveal a slightly wider spread of the

V40 2

o

normalised, number, N /<N >__
chip

Py

A 0
s<logl™>

A 0 1

1

2.

Tl o3 PM
sensitivity, Y
Figure 11. Correlation plot of MM versus PM sensitivities. Each of the panels considers only PM probes with the middle base G, A, C, or T (see

figure). The diagonal lines correspond¥@” = YMM j.e., data points above the diagonal refer to relatively sensitive NW¥s< YMM (preferentially
for middle bases G and A, whereas C and T are biased toXf&td- YMM). The thin lines correspond td"M = YMM + § (see text).
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Figure 12. Scatter plot of the relative mean intensity of the probe &dihg IPM™MM [, cnip = 0.50bg 1PM+ log IMM [derchip, VeErsus the sensitivity
difference,Y? ~MM (panel below) for probes with middle bases A and T (left) and G and C (right). The panel above shows the respective probability

densities ofY®~MM which is defined as the fraction of data points per abscissa incrementy, ., ON/0YP. See figure for assignments.

probes with middle bases C and G compared with those with giving rise to a nonlinear relationship between the set-averaged

A and T. The maxima of the probability density distribution intensity and the amount of specific transcripts.

for both middle bases G and A are shifted by a common e analyzed the sensitivities of perfect match (PM) and

increment of @ ~ 0.3 £ 0.05 relative to those with C and T mismatch (MM) probes of Affymetrix Genechips as a function

(see Figure 12). of simple sequence characteristics and discovered the following:
The mean increment between the sensitivities of PM probes (1) The sensitivity of PM and MM probes increases with an

in the middle of the sequence and the respective MM sensitivi- increasing number of C nucleotides but decreases with an

ties provide a first rough measure of the mismatch effect. For increasing number of A per probe sequence. These trends are

pyfim‘d‘”?s (C_and T), the increment is positiver~ ,+0'15' ., asymmetrical with respect to the number of G and T, which
This relationship reverses for purines (G and T), which provide have a much weaker, and perhaps even opposite, effect in the
o~ —0.15. range of intermediate and high sensitivity values.

(2) Complementary bases similarly affect probes of weak
sensitivity. We conclude that probes of weak sensitivity can be

Our sensitivity concept of microarray oligomer probes divides jdentified by their G/C and/or T/A content. For probes of high
the probe intensity into two additive contributions: (i) the set- sensitivity, an analogous conclusion seems not to be as simple,
averaged intensity value, which serves as a relative measure ohecause G and C (and A and T) affect the sensitivity in a
the target concentration and (i) the sensitivity of a probe, which gitferent fashion.
characterizes its ability to detect a certain amount of RNA in (3) The relationship between the base composition and
microarray hybridization experiments. We defined the sensitivity sensitivity is virtually identical for PM and MM probes.
as the deviation of the background-corrected intensity of a probe . . . .

(4) The middle base systematically influences the relation-

from the mean over the respective probe set in a logarithmic o

scale. Theoretical considerations based on physicochemicalShlp between PM a_n_d MM sensitivities. The MM.S are, on t_he

principles show that the sensitivity can be decomposed into 2V€29¢, more sensitive than the PMs in probe pairs W'.th purines

terms based on specific and nonspecific hybridization, saturation,(G ang A) |nh§he rrlddle ﬁf the PM sequr?.nce. I_:or pyrgjldlnes

the heterogeneous distribution of labels, and the intramolecular(C @nd T), this relationship reverses. This puripgrimidine
asymmetry is possibly related to the effect of labeling.

folding of target and probe. o . . )
The sensitivity of the probes of typical GeneChips varies  The results clearly indicate a systematic relationship between

by more than two orders of magnitude. This range is mainly the chosen sequence characteristics and the sensitivity of the
caused by the sequence-specific binding affinity between the Probes. The sensitivity of a particular probe is governed by an
DNA oligonucleotide probes and the RNA fragments. The intricate interplay between different effects such as base-specific
number of the light-emitting fluorescently labeled nucleotide binding, folding, labeling, and saturation, which requires further
bases per probe only weakly affects the sensitivity. Effects such studies in terms of molecular models.

as saturation of the probes with bound RNA and folding of probe

and target are expected to make the probes insensitive. The Acknowledgment. We thank Dr. Ivo Hofacker (University
former effect significantly increases with RNA concentration, of Vienna) and Dr. Peter Richter (University of Leipzig) for

Summary and Conclusions
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Figure 13. Standard deviation of PM and MM sensitivities of the
spiked-in genes taken from three replicates of the HG U133-LS

Binder et al.

Note that SI°%(YP) is asymmetrical with respect to the sign
of YP. We, therefore, define the sign of the standard deviation
to agree with the sign of the sensitivity.

Figure 13 shows the sign-dependent standard deviation of
PM and MM sensitivities of the spiked-in genes of the HG
U133-LS data set, which were determined from the triplicate
chip experiments (see Chip Data and Processing section). The
respective model curves refer to SIYF) (see caption of
Figure 13). The increase of signal error is clearly evident at
small mean intensity values. At higher mean intensity values,
the error of the logarithmically transformed data levels off into
a constant.
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Appendix

Sensitivity Error of Affymetrix GeneChips. The signal
intensity can be written to a good approximation lasx~
OCEexp(In 10e,) + [BO+ e where [BOdenotes the mean
background noise an@Uis the mean background-corrected
signal intensity”18 (see also ref 22). The symbots and eg
denote normally distributed error terms with mean 0 and
variancesf, and sﬁ, respectively. After background correction
and logarithmic transformation of the intensity, one obtains for
the variance in the asymptotic approximafion
b2

var_,(log1?) ~ a? +
mod D]P[ﬁ

(A1)

with @2 ~ & andb? ~ sf;
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